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ABSTRACT 

Bridges are an important societal resource used to carry vehicular traffic within a transportation network.  As such, the 
economic impact of the failure of a bridge is high; the recent failure of the I-35W Bridge in Minnesota (2007) serves as a 
poignant example.  Structural health monitoring (SHM) systems can be adopted to detect and quantify structural 
degradation and damage in an affordable and real-time manner.  This paper presents a detailed overview of a multi-tiered 
architecture for the design of a low power wireless monitoring system for large and complex infrastructure systems.  The 
monitoring system architecture employs two wireless sensor nodes, each with unique functional features and varying 
power demand.  At the lowest tier of the system architecture is the ultra-low power Phoenix wireless sensor node whose 
design has been optimized to draw minimal power during standby.  These ultra low-power nodes are configured to 
communicate their measurements to a more functionally-rich wireless sensor node residing on the second-tier of the 
monitoring system architecture. While the Narada wireless sensor node offers more memory, greater processing power 
and longer communication ranges, it also consumes more power during operation.  Radio frequency (RF) and 
mechanical vibration power harvesting is integrated with the wireless sensor nodes to allow them to operate freely for 
long periods of time (e.g., years).  Elements of the proposed two-tiered monitoring system architecture are validated 
upon an operational long-span suspension bridge. 
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1. INTRODUCTION 
The 2009 American Society of Civil Engineers (ASCE) report card for America’s infrastructure reported that 26% of the 
nation’s bridges are either structurally deficient or functionally obsolete [1].  The economic impact of bridge failures is 
quite significant given the high level of passenger and freight traffic they carry daily; the recent catastrophic failure of 
the I-35W Bridge (Minnesota, 2007) serves as a poignant example.  In fact, the collapse (partial or total) of bridges in 
the United States is more frequent than what the public may think.  A recent study reported that over 503 bridges of 
various types collapsed in the United States from 1989 to 2000 with only 13% of the cases reported in the mainstream 
media [2]. Although the leading cause of bridge failures are external events (e.g., truck collisions, storm related floods 
inducing scour, traffic overload), the second predominant cause is maintenance and construction-related deficiencies. 

As of December 2007, 72,524 of the nation’s 599,766 bridges (12.1%) were reported as structurally deficient [3]. A 
bridge rated “structurally deficient” is not necessarily unsafe; rather it signifies that the bridge’s deterioration must be 
closely monitored and that traffic (e.g., volume, speed) may need to be controlled to ensure safe operation of the bridge 
by users.  Currently, the National Bridge Inspection Program (NBIP) administered by the Federal Highway 
Administration (FHWA) mandates at least bi-annual inspection of every highway bridge in the United States [4].  To 
establish appropriate inspection procedures, bridge owners may follow technical guidelines such as the Manual for 
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Bridge Evaluation (MBE) by the American Association of State Highway and Transportation Officials (AASHTO) 
which comprehensively highlights the key elements of an objective bridge evaluation process, e.g., bridge management 
systems, inspection methods, load rating methods, and nondestructive load testing [5].  Recently, the need for objective 
information associated with bridge health management has motivated infrastructure owners to begin adopting continuous 
and autonomous monitoring of their assets through the use of permanent monitoring systems [6].  These structural health 
monitoring (SHM) systems are designed to generate quantitative measurements that empower objective evaluation of 
bridge conditions.  This approach represents a significant improvement over the current approach of visual inspections 
which suffer from subjectivity introduced by inspectors.   

The deployment of SHM systems to large-scale civil infrastructure systems promises to detect and track structural 
degradation in an affordable and real-time manner.  However, the local characteristics of degradation (e.g., cracking, 
corrosion) requires a dense network of sensors to be spatially distributed in the structure.  For decades, structural 
monitoring systems have employed tethered communication systems.  Unfortunately, the wiring demands for large 
infrastructure systems are high (e.g., the installation of kilometers of wires) leading to expensive and time-consuming 
installations [7].  While wireless sensors have emerged as a possible alternative to wired sensors [8, 9, 10], the absence 
of long-term power sources that can offer decades of life expectancy have limited their adoption to date.   

This paper presents the joint efforts of a multidisciplinary engineering team focused on the design of a new generation of 
wireless structural monitoring systems that can reliably operate for long periods of time without requiring continuous 
replacement of batteries.  To achieve this goal, the team proposes the design of a two-tiered monitoring system 
architecture with functionality and power demand hierarchically delineated between the two tiers.  Specifically, the 
lowest tier of the monitoring system consists of ultra-low power wireless sensor nodes that have limited functionality.  
Data collected by a network of these ultra-low power nodes will be wirelessly communicated over short ranges to a more 
powerful wireless sensor node where data is aggregated and processed.  This paper presents the development of the 
Phoenix and Narada wireless sensor nodes for use on the lower and upper tiers of the two-tier monitoring system 
architecture, respectively.   While power consumption has been optimized in the hardware design of both wireless sensor 
nodes, the development of long-term power sources is still needed.  Toward this end, radio frequency (RF) and 
mechanical vibration power harvesting devices are designed and fabricated to provide long-term power solutions for 
each wireless sensor node.  The paper provides an overview of the two-tiered system architecture followed by a 
description of field validation studies of the low-power Narada sensor nodes installed on the New Carquinez Bridge. 

2. TWO-TIERED WIRELESS MONITORING SYTEM ARCHITECTURE 
2.1 System architecture 

A multi-tier wireless monitoring system architecture is proposed for structural health monitoring of civil infrastructure 
systems.  The system architecture is optimized to provide high sensor densities within a single structure while reducing 
the total power demand of the system.  To achieve this goal, a two-tiered architecture is proposed herein (Fig. 1).  The 
lower tier of the monitoring system will consist of large numbers of ultra-low power wireless sensor nodes serving as 
“slave” nodes to more powerful wireless sensor nodes residing on the upper tier of the architecture.  The role of the 
wireless sensors within the upper tier is to aggregate data from the ultra-low power wireless sensors on the lower tier 
while also supporting in-network data processing of data and long-range communication of data to repositories within 
the monitoring system. 

The ultra-low power wireless sensor node proposed in this study relies on three key technological innovations (Fig. 1).  
First, the Phoenix processor serves as the microprocessor core of the node.  Phoenix is based on 0.13μm CMOS 
technology and is designed to minimize the active- and standby-mode power consumption of its digital circuit.  A short-
range wireless transceiver compliant with the Zigbee communication standard will be integrated with Phoenix for 
communication with wireless sensor nodes residing in the upper tier of the system architecture.  The short-range Zigbee 
radio is designed using a custom, digital-dominant, fractional-N modulator radio circuit.  The resulting sensor will enjoy 
a power draw of less than 20 mW which is a significant reduction in power compared to current wireless sensor nodes 
which currently draw 100’s of mW of power.  

Integrated with these impressively low-power wireless sensor nodes will be power harvesting technologies that can 
provide a sufficient level of sustainable power for long periods of operation.  The power source must be robust in the 
outdoor environment with a life-expectancy on the order of decades and must not require costly maintenance (e.g., 
battery replacement).  Here, two technologies are studied for scavenging energy from bridge environments.  The first is 
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based on harvesting energy from the bridge’s mechanical vibrations.  The second power harvesting modality explored in 
this study is radio-frequency (RF) energy harvesting from the amplitude modulation (AM) radio spectrum. 

On the upper tier of the monitoring system architecture, the Narada wireless sensor node is used as the primary system 
building block.  Narada has been used successfully for monitoring civil infrastructure systems in the past.  The Narada 
wireless sensors operate on the 2.4 GHz Zigbee radio spectrum and are capable of querying the ultra-low power wireless 
sensor nodes on the lower tier.  While the Narada wireless sensor node is battery powered, the life expectancy of the 
node will be extended by integrating the mechanical and radio power harvesting devices with the node.  Furthermore, the 
life expectancy of the nodes can be lengthened by minimizing the transmission of data since wireless communication 
consumes more power than any other device operation [9].  With computational resources (i.e., a low power 8-bit 
microcontroller) included in the node design, sensor-based data interrogation can eliminate the need to continuously 
communicate raw time-history data.   

2.2 Ultra Low-Power Wireless Sensor Node (Lower Tier) 

2.2.1 Low Voltage Processor for Sensing Applications with a Picowatt Standby Mode 
Miniaturization of sensor devices is vital in many engineering applications including implantable medical electronics, 
military surveillance, infrastructure monitoring, among others  [11, 12].  While microelectromechanical systems 
(MEMS) and integrated circuit components can now meet the volume constraints for cubic millimeter sensor packages, 
batteries and energy scavengers cannot be easily miniaturized while providing the power demanded by the wireless 
sensors [13].  In this study, we explore power minimization in circuit components to further drive the power demands of 
sensor nodes low thereby allowing for the use of energy harvesting sources.  Here, ultra-low voltage operation is 
achieved by minimizing active-mode power consumption in a wireless sensor’s digital circuit [14, 15].  A number of 
well-known techniques have been widely used to reduce standby-mode power including the use of high voltage 
threshold (Vth) devices, clock gating, and power gating [16, 17]. 

The ultra-low power Phoenix processor developed at the University of Michigan is designed to leverage low voltage 
operation in active-mode and to draw minimal current while in standby-mode.  For many typical sensing applications, 
the system will spend the majority of its lifetime between active measurements in standby-mode.  To optimize the 
system for these applications, standby power should be chosen as the primary design metric with aggressive standby 
strategies pursued.  The Phoenix processor consists of an 8-bit central processing unit (CPU), 52x40-bit data random 
access memory (RAM) also denoted as DMEM, 64x10-bit instruction RAM (denoted as IMEM), and 64x10-bit 
instruction read-only memory (ROM) also denoted as IROM (Fig. 2).  The sensor is designed to poll a temperature 
sensor or strain gage, process the raw data, and store the final result in DMEM.  Then the system enters standby mode 
between sensor measurements.  The power consumption in active mode is dominated by components with high 
switching activity, such as the CPU.  To minimize this source of power consumption, the circuit voltage is aggressively 
scaled to 0.5V. In standby-mode, the CPU and other inactive components are power gated. A small power gate is chosen 
to decrease standby power while trading off performance. The power consumed by IMEM and DMEM dominates the 

 
Fig. 1. Overview of the two-tiered wireless monitoring system architecture. 
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processor’s standby power consumption since data stored in these memory banks must be retained. To minimize standby 
leakage in retentive IMEM and DMEM cells, circuit techniques such as IO devices, length-biasing and device stacking 
are used.  A test chip is fabricated in a 0.18 µm CMOS process with an area of 915 µm by 915 µm. At 0.5V, Phoenix 
operates at 106 kHz with 2.8 pJ consumed per cycle, corresponding to 297 nW. The standby-mode power is 35.4 pW 
with 50% of DMEM entries retained (Fig. 2). The IMEM and DMEM consume 7.1 fW/bitcell and 89% of standby 
power, while the power gated CPU consumes only 7% of standby power. 

2.2.2 Low-Power, Digital-Dominant, Fractional-N modulator 
The IEEE 802.15.4 wireless communication standard (which serves as the basis for the Zigbee wireless communication 
protocol) is widely used for wireless sensor networking.  However, the power consumption of existing off-the-shelf 
wireless communication hardware typically limits battery lifetime to days or weeks. Furthermore, because several 
separate integrated circuits are required to make a practical sensor node, these nodes are relatively bulky.  In response to 
these limitations, a custom, digital-dominant, fractional-N modulator architecture [18, 19] is developed for IEEE 
802.15.4-compliant telemetry between the ultra-low power wireless sensor node and higher-power Narada sensor nodes 
residing on the upper tier of the monitoring system architecture.  This energy efficient architecture can be integrated on 
the same silicon die as the Phoenix processor and sensor interface to achieve a chip-scale wireless sensor node. This 
approach enables a battery lifetime of months and makes power harvesting a viable option for battery-free operation. 

The fractional-N frequency synthesizer (Fig. 3) is a key building block of wireless systems as it can both generate a high 
frequency signal with a well defined frequency as well as modulate that signal [20, 21]. An introduction to the use of ΣΔ 
(sigma-delta) modulation in frequency synthesis can be found in [22]. This architecture relies on a significant amount of 
analog circuitry. The design of analog circuits using deep sub-micron (DSM) CMOS integrated circuit technology is 
challenging and can often lead to excessive power dissipation, to increased sensitivity to substrate/power supply noise, 
and to increased sensitivity to process variation which can compromise performance or yield. Many of these problems 
are evident in the design of the fractional phased locked loop (PLL) elements. Charge pumps require good matching 
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Fig. 2. (Left) the Phoenix Processor; (right) measured standby mode power distribution for 13 dies at Vdd = 0.5V. 
 

      
                                                                                  

Fig. 3. (Left) fractional N modulator; (right) die photo of the working prototype [19]. 
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between currents of opposite polarity. Low loop-time constants are typically required, so the loop filter must be 
implemented using large area capacitors or expensive off-chip components. Furthermore, these blocks do not take 
advantage of the major strengths of DSM technologies, which is their ability to build fast, complex, low power digital 
signal processing circuits.  

We proposed a flexible digital-dominant fractional-N PLL modulator that improves energy efficiency and solves many 
of the problems associated with conventional analog fractional-N PLLs  [18]. A prototype device was implemented in 
0.13μm CMOS technology. In this scheme the phase detection technique uses a single flip-flop as a phase comparator. 
An additional negative feedback loop around the programmable divider keeps the phases of the two clocks aligned to 
within a single quantization step (Fig. 3), hence only one comparator (flip-flop) and no inverter delays are required. The 
die size of the prototype device is less than 1mm2.    

2.3 Vibration Power Harvesting  

Bridges naturally vibrate under the forces of vehicular traffic and wind.  This form of energy has been proposed as a 
possible source for harvesting power.  Bridge vibrations tend to be non-periodic and low frequency, in the range of 1 to 
10 Hz, with low peak amplitudes of 0.02 to 0.1 g (where 1 g = 9.8 m/s2) as shown in Fig. 4.  Typical vibration harvesters 
use a suspended mass which moves in response to external forces.  A transducer damps this motion and converts it into 
electrical energy.  The maximum output power density scales proportionally with the input acceleration and frequency. 
Unfortunately, acceleration and frequency responses tend to both be low for bridges.  This makes energy conversion in 
these environments particularly challenging.  Additionally the non-periodic nature of bridge vibrations requires a wide 
bandwidth harvester architecture.  To surmount these challenges, a broadband Parametric Frequency Increase Generator 
(PFIG) is newly designed [23-25].  Fig. 5 illustrates the PFIG cross-section and its behavior.  The PFIG consists of a 
suspended mass which moves in response to the applied external force on the frame, triggering higher-frequency 
mechanical resonance of a frequency increased generator (FIG). Two FIGs are used: one above and one below the mass.  
The mass sequentially and repeatedly actuates the two FIGs by briefly latching to them using permanent NdFeB 
magnets.  Using electromagnetic [23-25] or piezoelectric transduction [24], the FIGs convert mechanical energy into an 
electrical signal which can be rectified and used to power a micro-system (such as the ultra-low power wireless sensor 
node introduced in this study).  

Three generations of PFIGs have been designed and built to date.  Details of the fabrication methods and test results can 
be found in Galchev, et. al. [23-25].  The key performance metrics are summarized in Table 1.  The first-generation 
device was a bench-top prototype which was used to demonstrate the basic PFIG architecture and to allow for ease of 
experimentation with the spring and magnetic latch design.  This PFIG achieved a still-record average power of 39 μW 
with input accelerations of 1g at 10 Hz.  Note that the resonance frequency of the electro-magnetic FIG was measured to 
be 103 Hz, an order of magnitude greater than the external acceleration frequency, demonstrating the impressive 
frequency up-conversion which forms the core of the PFIG architecture.  

Later PFIG generations (Table 1) have been made in self-contained modules (Fig. 6) with volumes as low as 1.2 cm3, 
using either electromagnetic or piezoelectric transduction.  The piezoelectric FIGs typically have high resonant 
frequencies (975 Hz) for greater energy conversion efficiency [25].  Both the second and third generation harvesters 
have power densities of 2.7 μW/cm3.  All three generations break previous records of average power and power density 
for vibration harvesters at or below 10 Hz.   Moreover, the harvesters work well for mechanical vibrations up at 20 to 24 
Hz, demonstrating the broadband nature of the PFIG architecture.  Work is ongoing to further improve the efficiency of 
the FIG transduction, improve the magnetic actuation/latching mechanism, and to design, build and test PFIGs which are 
optimized for the ultra-low acceleration and the low-frequency bridge vibration environment.  

Table 1. Summary of non-resonant generators, measured with sinusoidal input acceleration of 1g (9.8 m/s2) at 10Hz. 

Generation Transduction 
mechanism 

Self-
contained? Vol (cm3) 

Peak 
Power 
(μW) 

Avg. 
Power 
(μW) 

Power 
Density 

(μW/ cm3) 
Cut-off freq. 

Gen 1,1 electro-magnetic No 3.68* 558 39 10.7 31 Hz 
Gen 2,2 electro-magnetic Yes 2.12 288 5.8 2.74 20 Hz 
Gen 3,3 piezoelectric  Yes 1.2 100 3.25 2.7 24 Hz 

* functional volume 
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2.4 Radio Frequency Energy Scavenging 

Another source for harvesting power is from the radio spectrum.  Specifically, radio frequency (RF) energy scavenging 
circuits can be used to scavenge energy from the ambient RF broadcast spectrum.  The primary challenge addressed here 
is the design of RF power rectifying circuits that can operate under minute input RF power levels, i.e. on the order of 
microwatts or below.  Conventional rectifying circuits typically require power levels several orders of magnitude larger 
than the circuit used to bias the active device above its threshold voltage (Vth).  In addition, conventional rectifying 
circuits require the presence of a strong RF energy source nearby the energy scavenger.  The key challenges for the 
development of RF energy harvesters are: 1) efficient yet small antennas to pick up the stray electromagnetic signals 
available from radio as well as mobile phone stations; 2) efficient zero threshold rectifier circuits along with DC to DC 
converters and matching circuitry for proper coupling to the aforementioned antennas. 

Within the radio spectrum, AM (530~1700 kHz), FM (88~108 MHz), TV (54~890 MHz) broadcast frequencies, and 
WiFi hotspots (2.4 / 5 GHz) are the most common ambient signals.  Unfortunately, the radiation power of WiFi devices 
are limited to 4W as regulated by FCC requirements; these signals are also characterized by short communication 
ranges.  In contrast, RF signals from high power broadcast stations (AM, FM and TV) are available nationwide.  This 
availability renders broadcast stations as a promising source of energy for unattended sensor nodes deployed to the field.  
In this study, the AM radio spectrum is selected given its ubiquitous availability nationwide.   

The block diagram of the RF scavenger proposed consists of antennas, rectifiers, charge pumps and energy storage 
elements (Fig. 7).  Without the presence of a strong source of RF energy nearby an energy scavenger, the peak-to-peak 
voltage amplitude generated at the rectifier input is less than 10 mV, which is significantly lower than the typical 
threshold voltage for most solid state devices.  Even with high-Q resonant circuits or antennas with high radiation 
resistances that boost the received voltage, the rectifying efficiency would still be low due to the threshold voltage drop 
across the solid state device.  Therefore, different topologies that reduce the device threshold voltage has been explored 
for increasing the sensitivity of the rectifier.  The most effective approach is to bias the device statically so that the 
effective threshold voltage can be lowered.  The reverse leakage current of rectifiers is also identified as a factor which 

 
Fig. 4.Vibration of the Grove Street Bridge (Ypsilanti, Michigan): 
(top) acceleration; (bottom) spectral density (1st mode at 2.9 Hz). 

 

 
Fig. 6. (left) 2nd-generation PFIG generator assembly; (right) 

electromagnetic transduction FIG [25]. 

 

 
 
 

 
 

Fig. 5. Schematic of the PFIG: (top) cross-section; 
(bottom) kinetic behavior ([25]. 
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limits the rectifier sensitivity. A cross-coupled differential configuration is adopted in order to reduce the reverse leakage 
current associated with rectifiers and to further improve the rectifying efficiency at low input voltage levels near the 
device threshold voltage.  

Fig. 8 illustrates the circuit configuration that achieves an optimal rectifying performance by allowing simultaneous 
cancellation of the static biasing and the dynamic leakage current.  In the proposed circuit, the received RF voltage is 
first passively amplified through the resonance formed by the inductors (L1 and L2) and the capacitance of the rectifier.  
The voltages at nodes X and Y are then charged by the NMOS transistors, MN1 and MN2, up to a common mode voltage.  
Finally, the output voltage is charged by the PMOS transistors, MP1 and MP2, to the peak voltage of node X and Y.  The 
cross-coupled connection of the rectifier circuit allows CMOS transistors biased dynamically to lower the reverse 
leakage current.  Floating gate capacitors CG1 through CG4 are pre-charged and connected to the gates of CMOS 
transistors in series, allowing static cancellation of the threshold voltages.  To convert input power in the range of micro-
watts into milli-watt levels, the scavenged energy will be stored continuously in a large capacitor with the circuit 
performance optimized for an unloaded DC output voltage.  Fig. 9 shows the prototype of the proposed rectifier and a 
small ferrite loop stick AM antenna with a radiation efficiency of 9.7x10-6 %. The power received by this prototype was 
measured to be around -50 dBm for a typical AM broadcast station which was tens of kilometers away from the rectifier.  
The performance of the prototype at this RF input environment was compared to that of a conventional low threshold 
germanium diode rectifier circuit (Fig.10). 

2.5 Low-Power NARADA Wireless Sensor Node (Upper Tier) 

Civil structures impose unique demands on the design of a wireless sensor engaged in monitoring.  One fundamental 
constraint is power.  Therefore, low-power nodes that can operate for long periods (e.g., years) on battery sources or 
harvested power are desired.  Civil structures also require long communication ranges on the order of hundreds of 
meters.   Finally, the low amplitude vibrations common of many civil structures requires analog-to-digital converters 
with high resolutions.  High resolutions ensure low voltage sensor signals remain well above the quantization error 
inherent to the analog-to-digital conversion process.   
 
 
 

 

             
                    Fig. 8. Schematic of the proposed differential rectifier. 

      
                       Fig. 7. Block diagram of the RF energy scavenger. 
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Fig. 9. (Top) proposed differential rectifier circuit;  

(bottom) AM ferrite antenna.
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The Narada wireless sensor (Fig. 11) designed at the University of Michigan [26] uses off-the-shelf embedded system 
components to achieve a low-power, high resolution wireless sensor that enjoys long communication ranges.  The 
hardware design of Narada is decomposed into four functional blocks that support the node’s capabilities to sense, 
communicate, compute and actuate.  The first two functional blocks (i.e., sensing and communication) replicate the 
functionality of wired sensors used in the traditional structural monitoring paradigm.  The third functional block is 
computing; the computing available at the individual sensor node represents a significant departure from the traditional 
paradigm in that it empowers the wireless sensor to interrogate raw data individually or collectively with other wireless 
sensors in a network.  In-network data processing (in lieu of communicating high-bandwidth raw data streams) has 
proven effective in enhancing the reliability of the wireless communication channel while preserving power in battery 
operated devices [27-31].  The last functional block is the actuation block.  Actuation capabilities allow the wireless 
sensor to be engaged in control applications (for example, feedback control of structures during seismic events).  The 
key hardware components of Narada are described as follows [32]: 

• Narada’s ability to locally process data reduces demand for the communication channel; in effect, this also 
limits the consumption of power associated with wireless communications.  Data processing takes place within 
the Atmel ATmega128 microcontroller which has been augmented with an additional 128 kB of external static 
random access memory (SRAM).  The computational core also provides basic services to the sensor node such 
as operation of basic devices drivers, processes communication protocols, and conducts network 
synchronization. 

• Narada has a four channel, high-resolution (16-bit) sensor interface (Texas Instruments ADS8341) to capture 
low-amplitude signals typically observed during ambient vibration testing in civil structures.  

• A two-channel, 12-bit actuation interface (TI DAC7612) is provided for active sensing and control applications.  

• For civil engineering structures, the short communication range (50+ m) offered by the standard CC2420 
transceiver would fail to transmit distances in the hundreds of meters therefore requiring the deployment of a 
multi-hop wireless sensor network.  However, redundant data transmissions associated with multi-hop networks 
consume communication bandwidth thereby limiting the effective throughput of the network as a whole [33].  
To provide Narada with far-reaching communication ranges, a special power-amplified CC2420 transceiver 
circuit [Fig. 11] is fabricated for the Narada unit.  This extended-range transceiver amplifies the CC2420 output 
signal by 10 dB using a power amplifier circuit between the CC2420 chip and the antenna connector.   To 
achieve the 10 dB gain in signal, the power-amplified circuit consumes twice the current of the standard 
CC2420 transceiver board.  Field tests of the power-amplified radio reveals that communication ranges of more 
than 700 m can be reliably achieved.  

3. VALIDATION OF THE UPPER TIER ON A LARGE-SCALE SUSPENSION BRIDGE 
3.1 System validation at the New Carquinez Bridge 

The long-range communication reliability and high-resolution sensing capability of the Narada wireless sensor node was 
validated on a large-scale suspension bridge, i.e. the New Carquinez Bridge (NCB) in Valejo, CA.  The NCB is a large 

 

      
Fig. 11.  Narada wireless sensor: (left) sensor main circuit; (right) sensor nodes with a regular and extended range IEEE802.15.4 

transceiver [34]. 

Proc. of SPIE Vol. 7649  76490K-8

Downloaded From: http://proceedings.spiedigitallibrary.org/ on 03/07/2017 Terms of Use: http://spiedigitallibrary.org/ss/termsofuse.aspx



 
 

 
 

 

suspension bridge with a total length of 1056m (with a main span of 728m) and consists of two anchorages, two towers, 
and a transition pier.  The main deck is constructed from a steel orthotropic box girder while the towers consist of 
concrete hollow sections linked at the deck and top levels.  The primary objectives of the initial field testing were to: 1) 
verify the scalability of a Narada sensor network to such a large structure; 2) collect quantitative data on the system’s 
communication range; 3) to examine the performance of Narada under various weather conditions; 4) to obtain ambient 
vibration response data of the NCB; and 5) to identify the best suited location for permanent placement of sensors and 
receiver stations in future deployments.    

Fig. 12(a) shows the deployment plan for the Narada-based wireless monitoring system installed on the NCB.  The 
sensor nodes had MEMS accelerometers interfaced and were pre-assembled and packaged off-site in rain-proof 
containers.  On site, the sensor packages were magnetically mounted to the surface of the steel deck outside of the 
bridge’s walkway (see Fig. 12(b)).  Theses sensors were verified to function correctly after 2.5 days of continuous 
operation with 6-AA batteries under harsh winter weather conditions (e.g., heavy rain, fog, cold temperatures at night). 
Sensor nodes were also mounted at other locations to test the range of the radio.  For example, nodes were mounted on 
the concrete towers, underneath the steel girder soffit, and inside the steel box girder itself.   

3.2 Communication range test 

When a wireless signal receiver was placed at the top of one of the towers, the Narada sensor nodes placed as far away 
as node 9 in Fig 12(a) could successfully transmit data (with a 99% success ratio) to the receiver which was 
approximately 700m away.  However, the receiver could identify the existence of sensor node 10 but communication 
issues resulted in unreliable data transmission (less than a 50% success ratio).  Next, Narada sensor nodes were 
magnetically attached  to the underside surface of the steel box girder soffit at the location of the tower.  Communication 
range tests were conducted using a wireless receiver located on a pneumatic inspection platform that can travel under the 
main deck from tower to tower.  Reliable data transmission succeeded until the receiver reached a position roughly 
three-fourths of the span away from the tower (approximately 540m).  The communication tests inside the steel box 
girder revealed that the RF environment was hostile to the performance of the wireless sensor.  For example, internal 
steel diaphragms prevented the propagation of the wireless signal to distances of only 60 m.   The underside of the steel 
box girder, which is accessible only to bridge inspectors and permitted visitors, is identified as the most promising 
location for the permanent installation of sensors for long-term monitoring.  To capture response data from sensors 
installed along the underside of the deck, two receiver stations would likely be needed at each tower of the bridge.   

3.3 Ambient vibration test 

The ambient vibration response of the main span was measured using tri-axial accelerometers (Crossbow CXL02TG3) 
implemented at each of the sensor node locations in Fig. 12(a).  Time histories of the vertical acceleration response 
acquired with a sample frequency of 100Hz for 100 seconds at sensor nodes 3 and 5 are plotted in Fig. 13. The 
maximum acceleration in the vertical direction exceeded 100mg at some locations under routine traffic loads. The 
natural frequencies of the main deck were estimated by conducting singular value decomposition of the power spectral 
density matrix assembled at each frequency; a plot of the first singular value as a function of frequency is presented in 
Fig. 14.  With modal frequencies identified (Table 2), frequency domain decomposition (FDD) technique is used to 
extract mode shapes; FDD enables the identification of close modes with high accuracy even in the case of strong noise 
contamination of the signals [35, 36].  

          
  
                                                (a)                                                                                                (b) 

Fig. 12. Narada system deployment: (a) deployment plan (b) sensor node mounted on the steel surface of the bridge box. 
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The mode shapes estimated for the first three modes (0.19, 0.26, and 0.35 Hz) are plotted in Fig. 15 along with those 
calculated from a finite element model of the NCB.  Table 2 summarizes the comparison between the experimental and 
numerical results; mode shapes are compared using the modal assurance criteria (MAC) as defined by Allemang and 
Brown [37]. It can be seen that the correlation between experiment and theory is high with MAC values exceeding 90%.  

4. CONCLUSIONS 
Cost-effective structural health monitoring of large-scale infrastructure systems can be advanced through the 
development of low-cost, but energy-efficient, wireless sensor networks.  This study proposes a two-tiered wireless 
monitoring system architecture that utilizes different wireless sensing nodes operating on each tier.  The first node is an 
ultra-low power node that is intended to collect strain and temperature measurements in a structure.  Those 
measurements are then communicated using short-range radios  to more powerful wireless sensor nodes that reside on 
the second tier of the system architecture.    The more powerful nodes are designed to aggregate the data collected, 
process that data and to wireless communicate it over longer distances.  The wireless sensor nodes on the lowest tier 
capitalize on four innovations.  First, the ultra-low power Phoenix processor that adopts low active voltages and minimal 
standby leakage currents is explored.  Second, a flexible digital-dominant fractional-N PLL modulator for short-range 
IEEE 802.15.4 wireless communications is proposed for the Phoenix processor.  Third, a novel power harvesting device 
termed the Parametric Frequency Increase Generator (PFIG) is adopted.  The PFIG utilizes a mass tuned to the dynamics 
of the structure to excite secondary masses that resonate at higher frequencies where energy harvesting is more efficient.  
Finally, a radio frequency power harvesting device is proposed to draw power from AM radio waves.  On the upper tier 
of the system architecture, the low-power Narada sensor node is utilized.  To validate the performance of the Narada 
wireless sensor in realistic field settings,  11 nodes were installed on the New Carquinez Bridge to record deck 
accelerations under ambient (e.g., traffic and wind) loading conditions.  The node performed well under unpleasant 
winter weather conditions.  A wireless communication range of 700 m was validated. In addition, a large amount of 
bridge acceleration data was collected from which bridge mode shapes were estimated.  Current efforts are focused on 

     
Fig 15. Vertical mode shapes of the main deck of NCB. 

Fig 13. Vertical acceleration time histories of the main deck. 

Table 2. Modal property comparison. 
 

Mode Frequency (Hz) MAC 
 Exp. FEM  

1 0.194 0.212 0.910 
2 0.255 0.271 0.929 
3 0.351 0.365 0.968 

Fig 14. Singular values of response frequency 
function. 
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the installation of a permanent wireless monitoring system within the New Carquinez Bridge.  In addition, the Phoenix-
based wireless sensor nodes are being readied for installation on the bridge for temperature measurement.   
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