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Digital Calibration Incorporating Redundancy of
Flash ADCs

Michael P. Flynn Senior Member, IEEEConor DonovanAssociate Member, IEEEBNd Linda SattleMember, IEEE

Abstract—As feature size and supply voltage shrink, digital
calibration incorporating redundancy of flash analog-to-dig- [|]__>—
ital converters is becoming attractive. This new scheme allows
accuracy to be achieved through the use of redundancy and
reassignment, effectively decoupling analog performance from
component matching. Very large comparator offsets (several
LSBs) are tolerated, allowing the comparators to be small, fast
and power efficient. In this paper, we analyze this scheme and
compare with it with more traditional approaches. —>_

Index Terms—Analog-to-digital conversion , analog redun- :D_
dancy, calibration, flash.
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I. INTRODUCTION @

AST low-resolution CMOS analog-to-digital converters Calibration Engine

(ADCs) required in applications such as hard-disk-drive 1
read channel, Gigabit Ethernet, and wireless receivers, are
most often implemented with the Flash technique. At 57 bits >
of resolution, Flash ADCs achieve higher sampling speeds,
and because of their analog simplicity are more suited to DAC
deep-submicron processes than other types of ADCs.

In Flash ADCs, comparator offset must be controlled to avoid
nonmonotonicity or large errors. In CMOS, this is tradition-
ally accomplished through device sizing [1], offset nulling [1],
[2], [3], averaging [4], [5], and digitally controlled trimming
[6]. The first of these techniques relies on the improvement in ()
transistor matching that is associated with increased transigtorl. (a) Traditionalflash ADC. (b) Block diagram of a flash ADC calibrated
size. Offset nulling techniques, often implemented with the heffi redundancy.
of switched-capacitor offset-cancelled preamplifiers, are more
power efficient [1]; however, these techniques may not allolarge comparator offsets, without preamplifiers or analog-offset
continuous conversion and SC circuits are difficult to implemergancellation. Earlier in [8], [9], we presented a 6 bit prototype
in low-voltage processes. Preamplifier output offset can be ®®PC along with experimental results. In Section I, we review
duced through spatial filtering [4]. Interpolation can reduce thbe basics of the new technique. Section Il explains the bene-
ADC differential nonlinearity (DNL) due to pre-amplifier offsetfits of this scheme, while a more detailed analysis is presented
[7]. In another technique, digitally controlled currents cancéh Section IV. Section V discusses design tradeoffs, including
comparator offset [6]. edge-effects, the amount of redundancy, and the accuracy and

We propose digital calibration based on comparator reduresolution required during calibration. In Section VI, the tech-
dancy and simple digital processing to cancel offset. This teahigue is compared with other approaches. This paper concludes
nique allows good performance to be achieved in the presenceavith Section VII.
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Encoder

Analog I/P D
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Fig. 2. (a) Nominal trip-voltages of comparators. (b) Example of th
actual trip-voltages. The comparators that are selected during calibration
highlighted.

. . . . even allowing for redundancy, the total comparator area is less
code. During a calibration sequence at power-on, a finite St n with other techniques

machine (thealibration enging directs the search of the entire S
bank of comparators for the most suitable comparator for ea}gnt
code. Throughout this search, the resistor ladder is configu

as a resistor DAC and generates test input voltages to the ¢

ince comparators can be reassigned, the comparator out-
s do not form a thermometer code as in a traditional flash
RBC. It is impossible to predict how the comparators are reas-

: e %ri@'ned; therefore, traditional encoders that find the “top” of a
parators. During calibration, a MUX connects the output of thgo o meter code can not be used. Instead we count (i.e., add)

_re3|stor ladder D.AC o the input of the_ comparator bank, whi fe comparator outputs that are equal to 1, to generate the con-
in normal operation, the ADC analog input is connected t0 thg qjon resuit, A counting encoder has a number of significant
comparators. . . advantages in this scheme. Reassignment is handled automati-
Fig. 2.ShOW.S an example_ With equal to 3. Fig. 2(a) shows cally because unlike a thermometer encoder, a counting encoder
the nominal trip-voltages with the tr_|p-voltage of eac_h of e does not associate comparators with codes. If a comparator is
comparators for each code at the ideal valia.practice, the chosen for a code, it is simply enabled. Disabled, unselected

comparator trip-voltages differ from the ideal trip-voltages be\t:'omparators always generate a 0 output and so do not influence
cause of offsets caused by device mismatch. Fig. 2(b) shows.tﬁlg result

example of actual comparator trip-voltages. The trip-voltages OfTo summarize2" — 1 comparators are chosen from a bank of

the comparators that are selected from the bank of comparatg@N — 1) redundant comparators. Comparators may be reas-
are hlgf:jllgf;-ted.gor exampggr, comparatofs gho;eln t%rer:(;et; signed to represent codes other than those associated with their
sent code 1, and comparaftir represents code 3. It shou ominal trip-voltages. A counting encoder is well suited to the

noted that a comparator may be selected to identify a code ot Eheme and handles comparator reassignment transparently.
than the one associated with its nominal trip-voltage. To illus-

trate this, again referring to the example in Fig. 2(b), we see that
comparatoRa is reassigned to represent code 4. Comparator
assignmenis an important part of the overall technique. In order to gain a better understanding of how the scheme
Once the calibration phase is complete and normal operatigarks, we explore some alternatives based on comparator size
begins, the comparators which have not been assigned are paad on averaging. Later we compare these alternatives with cali-
ered down. Therefore, as with a conventional flash ADC onlgrated redundancy. From these experiments we will see the ben-
2N — 1 comparators are active. Because the technique ovefits of comparatoreassignmenandselection We use Monte
comes the effect of large comparator offset, the Comparat@@ﬂo simulations to investigate 6-bit implementations of these
can be designed without consideration of offset. In practice, tfighemes; however, our observations are also valid for higher res-

means that small, fast transistors can be used. We will see tifdution ADCs.
Fig. 3 shows simulation results for three different 6-bit flash

in this example all redundant comparators have the same nominghC configurations. The standard deviation of comparator
trip-voltage for each code. We could also distribute the nominal trlp-voltag[%:sl_f . f 0.2 20S df h val
around the ideal value—this is helpful if there are nonuniform systemafiiS€t @comp is swept from 0.2 to 2.0.SB and for each value

comparator offsets. of oeomp the distribution and the median value of effective

I1l. WHY IS THE SCHEME ATTRACTIVE?
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resolution are indicated. (The effective resolution is calculatec 8
from the signal-to-noise-and-distortion found through simula- ;4
tion [10]. Fifty ADCs are simulated for each value @f,mp-)

In this figure, the two traces marketbnventional(i.e., 1x 5.61
and 4x comparator area) indicate traditional flash ADCs with
voting bubble error correction [11]. Since device mismatch is,,
responsible for offset, and since mismatch is inversely relate'§ 5.2F
to square root of device area [12], we assume that the standa‘§
deviation of comparator offset of the largex &omparators &
is one half that of the & size comparators. As expected, the 4.8}
median effective resolution is higher in the £ase.

5t

Before we analyze the benefits of redundancy, it is instructive 461 : T ~ ]
to first consider a sgheme with extra cqmparators, but Wher 4.4} == Gonventional - 4x size comps b i
these are not used in a redundant fashion. In other words, ¢ | [—— Calibrated redundancy - 4 comps/code l
comparators are enabled, and all contribute to the output. TF #2755 "5 08 1 12 14 16 18 2
third set of data presented in Fig. &dding encodérrelates to Unit size (1x) comparator offset ¢____in LSB

comp

a 6-bit ADC with 252 comparators (i.e., no selection). In this
ADC, 4 nominally identical, ¥ sized comparators are assigned
to each code. A 6-bit ADC output is achieved by adding the °[[Z= oo 2 52 comps
outputs (i.e., counting the 1's) of all 252 comparators, dividing | L= Calibrated redundancy - 4 comps/code
the result by 4, and rounding to the nearest integer. 5r .
Intuitively, we would expect this averaging to produce a more
accurate result. And in fact, we see from the figure that the@ 4l
median effective resolution is considerably higher than that ofs
the conventional ADC comprised of 63l1sized comparators.
However, it is more meaningful to compare this ADC with the
conventional ADC comprised ofxd sized comparators, since
this has the same overall comparator area. For higher values (s 2
Tcomp, the 252 comparator ADC has a significantly better effec-
tive resolution; for example with.,, equal to 2LSBthe ef- i
fective resolution is 0.5 bits highefThis improvement is due to
comparatoreassignment-comparators with large offsets may - ) . . ) ‘ L
better represent codes that differ from the nominal code. Unlike 9702z 04 06 08 1 12 14 16 18 2
other flash ADC encoding techniques (i.e., those that identify Unit size (1x) comparator offseta; ., in LSB
the “top” of the thermometer code), addition does not require in- (b)
forma,tlon on how the comparators are assigned, gnd theref?i'ée 4. Comparison of 6-bit ADC with calibrated redundancy (i.e.,
reassignment happens transparently. As we mentioned earkgfssignment and selection) with a conventional ADC of the same area. (a)
reassignmenis one of the key features of the calibrated reduriPiagram shows the effective resolution while (b) compares the worst case

dancy scheme. DNL.
It is the selectionof comparators from the bank of redundant
devices that dramatically improves the resilience to offset, atfte ADC with calibrated redundancy has an effective resolution
that makes the calibrated redundancy scheme attractive. WIg§$ than 0.3 bits from ideal; this is more than 1.2 effective bits
2N — 1 comparators are selected from the banik¢2™ — 1), better than the equal area conventional scheme. Fig. 4(b) shows
additional information is introduced that improves the qualitthat use of redundancy significantly reduces differential nonlin-
of the ADC. For each code, the comparator with the most agarity (DNL).
propriate trip-voltage is selected. We can also view this process
as removing, or pruning, the erroneous information provided by IV. ANALYSIS
the(R—1)(2" —1) excluded comparators. We will see thatwith |, yis section, we develop expressions for the yield of an
sufficientredundancy, good effective resolutionis achieved eVagy - ith calibrated redundancy. We use an approach similar to
in the case of very large comparator offsets. Fig. 4(a) shows {a&; anplied by Pelgroret al.in their analysis of a conventional
variation of effective resolution versus,m, in the case of a ga5h ADC [1]. We first consider nonmonotonicity. Ideally, the
6—b!t ADC with 63_ compara'Fors selected frorr_l 252. For COMsomparator trip-voltages range frOWkp_idea, 1, the minimum
parison, the effectl_ve re_solutlon of the conventional ADC of thﬁip—voltage, increasing il LSBsteps tth;p denl o 1. 1N
same area from Fig. 3 is also shown.at., equal to2 LSB  practice, the actual trip-voltages differ from the ideal values. If
2At low values ofo the effective resolution of the conventional ADC v-ve assume the error in the trip-voltage has a Gaussian distribu-
of equal area is margci(;;l'c]l}l)ly better (by less than 0.03 effective bits). This sligwpn then we can say

difference is due to quantization, since in the 252 comparator ADC we are av-
eraging digital values. VirpP, j = Virp_ideal, j + €, wheree ~ N (0, ocomp)- (1)
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In a conventional flash ADC, nonmonotonicity occurs when tw 5 comparators per code

A0S, T

comparator trip-voltages are interchanged, or in algebraic ter
whenVi,p i1 < Vi, ;- (Ideally, Vi j+1 = Viap,j + LSB.)  0.9F 1 1
If p is the probability that two adjacent comparators becon o8l + i
interchanged, or

0.7} 1

p= P(V:crp, i+1 < V:crp,i) (2) o6 1 |

then the yield is the probability that none of & — 2 pairs of =2 05k i
the adjacent comparators are interchanged: >

0.4 1

Yield = (1 — p)?" —2. ®
. B X -
With the calibrated redundancy scheme, since comparat ,| + Conventional Monte Carlo | |
are reassigned, the effective trip-voltages cannot beco! : . Bedundancy - rr"e'giec Carlo
interchanged because of offset. In other words, the yield 0.1} + — Redundancy - predicted | |
defined by the absence of nonmonotonicity, is always 100%. i . + A . ‘ .
In a more strict definition of yield, we define a good ADC at 0 2 Unit size (1 4 o ?f s in LSB 8 10
one with a maximum absolute value of DNL less than a certau hit size (1) comparator offseto in
value. As before, we begin with a conventional flash ADC. Ide- @
ally, the difference between the trip-voltages of adjacent cor 3 comparators per code
parators isl LSB For a particular codg, the DNL can be de- ' ' + Conventional Mon® Carlo
fined as 0.9 i *  Redundancy - Monte Carlo |-
! x e Conventional - predjcted
DNLJ' _ Vtrp,j+1 . V;trp,j _ ILSB. (4) 0.8t x — Redundancy - predicted
0.7} +

If we specify a maximum allowable DNLIIN L,,..) then the
probabilityp of exceedingD N L., at a particular code canbe 0.6}
written as

P =P(|Virp, j+1 — Virp,j — LSB| > DM Lpax).  (5) oat T

If a maximum DNL in excess of LSBcan be tolerated, then 0.3} .
this equation must be reformulated to preclude missing coc
and nonmonotonicity

o1 *+ 4

b= P(Vvtrp,jJrl - ‘/trp,j — LSB > DNLmax) i
+ P(Virp, j+1 < Virp, ). (6) O TS 8 10

Unit size (1x) comparator offsets in LSB
The probability that the DNL is not excessivelis- p. DNL is

defined between th&"¥ — 2 pairs of trip-voltages, so the prob- ®)
ability that the ADC is gOOd is Fig. 5. (a) and (b) compare the predicted yield with that found through
Monte Carlo analysis for five and three comparators per code. The yield of a
. oN_o conventional 6-bit ADC of the same total comparator area is also shown for
Yield = (1 - p) : (7) both cases. A good ADC has DNL values betweehLSBand1 LSB

This definition of a good ADC specifies both the maximurrg1 monotonic serie¥’. - wherei — 1---28 — 1. Ideallv. the
and minimum values of DNL. On the other hand the absenc ™J J = ) Y

L - . .e?ements ol are spaced ith LSBincrements, that i¥/. ;11 —
of missing codes and nonmonotonicity only requires that M "~ 7 o8 The probability of excessive DNL is the proba-
imum DNL be greater than-1 LSB AL ’ P y P

We now derive a similar formulation of yield for an ADCbIIIty of notfinding an element GV within 1 LSB + DNLinax

with calibrated redundancy. We first consider an ADC witho a%boveVl,? k- If comparators are ass_lgned b_eglnnmg with code
. . . : : and we note that the set of available trip-voltages becomes
redundancy. As seen earlier, reassignment is achieved simply e : :
aller with increasing code, then an estimate for the proba-

;’ZZgwiceorlér:'rf?(??ggr'_wﬁ dceo:ost'g?L;e:(;ﬂi??r?g_\llitﬁ;é:ﬁ)iIity p of not finding an element within the DNL range is given
of the2" — 1 comparators. If the error in the trip-voltage has a

Gaussian distribution then we can say 2N 1

Po= [[ P(IVei = Va,k = 1LSB| > DNLpay).  (9)

V’I), k= ‘/trp_ideal, kTt €, wheree ~ N(O U(‘,omp)~ (8) i>k

Because of random comparator offsets, the actual trip-voltagdss equation is the product of the probabilities that each of the
will not be uniformly spaced and may not increase monotortrip-voltages (other thali, ;) does not meet our yield criterion,
cally. During reassignment, the comparators are reorganizediimd assumes that codes less thdrave already been assigned
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Fig. 6. (a) Nominal and (b) actual density of trip-voltages versus input voltage. (c) Nominal and (d) actual density of trip-voltages when exatocoanea
added with nominal trip-voltages outside the ADC input voltage range.

trip-voltages. IfDNL,.x > 1 LSB is tolerated then this equa- <«— 3%omp —»
tion is rewritten to exclude nonmonotonicity and missing codes:

alda%
ald’a%

%
ald’a%
b DD
ald’a%

2N 1
pe= ] P(Va.i = Ve — 1 LSB > DNLynay) ,
=k 2N.3  2M2  2Ng
+P(Vy,i — Vi k <0). (10) @
The probability that the overall ADC is good is estimated as: <+— 3%comp —»
N o PPN
. PN
Yield = J] (1-ps). (11) PN
k=1 T T T T T T
Herep is much smaller than for a conventional ADC, since com- 2N-3  2N2 2N
parators can be assigned to any code. (b)
_ |f_ redun_dancy IS mFro_duced, then the probability W6t [y 7. (a) Extra comparators are added with trip-voltages past the nominal
finding a trip-voltage within the tolerated range of DNL valuesange of the ADC £ ..., = 1 LSB, 3 comparators per code), and (b) a more

is reduced. If there ardk comparators per code, then thefficient use of the extra comparators.

probability p and the yield become:
V. TRADEOFFS

2N -1
pr=[] [P(IVe,i = Vi, — 1LSB| > DNLinay)]®™' A Edge Effects
i<k
oN The calibrated redundancy scheme relies on probability, not

accuracy, to achieve yield. It can only work if there is a good

x [ [P(Va,i = Vax — 1 LSB| > DNLypay)]?  36CL chie !
' ' likelihood of finding comparator trip-voltages close to each

i>k
oN _o code. We have seen that this likelihood is improved by adding
Yield = H (1—pr). (12) redundant (_:omparators. However, to find good tri_p—voltaggs
Pl over the entire ADC range, we also need to pay special attention
to the edges of the range (i.e., near codand code2™ — 1).

This estimate accounts for trip-voltages that have already beemhelp understand this effect, in Fig. 6 we considerdaesity
allocated by assuming that fewer trip-voltages are unassigraddrip-voltages which we define as the number of tip-voltages
for codes below:. This equation shows that redundancy furthdocated within al LSBrange. Fig. 6(a) shows the density of
increases the yield over that of a conventional ADC. nominal trip-voltages versus input voltage, while Fig. 6(b) is an

Fig. 5 compares the yield predicted by equation (12) with trexample of the actual density of trip-voltages. The density of
yield determined by Monte Carlo analysis. In this comparisotrjp-voltages is low at the lowest and highest codes, since some
a good ADC has a worst case DNL greater thah LSBand of the trip-voltages have diffused past the range of the ADC.
less tharll LSB These plots show that the prediction of yield ig'his makes it more difficult to find suitable comparators for
good over a range of redundancy values. low and high codes, reducing the yield of the ADC.
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Fig. 8. (a) and (b) show the effect of DAC resolution on trip-voltage selection, while (c) and (d) show the relationship between DAC resolution and DNL.

Analogous edge effects occur in other analog circuits. For ebxit greater than the overall ADC resolution. The search for a
ample, the end elements in a string of resistors, or in an arraytop-voltage close toA stops at stepi2, finding two trip-volt-
capacitors, may not match well with the other elements. (Edgges: andb, while the search for a trip-voltage closelostops
effects must also be considered in spatial averaging and interpbstepB1, finding ¢ andd. Since there is no way of identifying
lation schemes [4].) A common solution is to add dummy resitiie best trip voltages in a selected segment, the most suitable
tors around the periphery [13]. In a similar vein, in [9] we incoreomparators may not be selected, resulting in a larger DNL. In
porate additional comparators with nominal trip-voltages oufig. 8(d) the DAC resolution is increased by one bit (i.e., now 2
side the range of the ADC. In Fig. 6(c) and (d) we show the norhits above ADC resolution). Comparater&ndd are now se-
inal and an example of actual densities of trip-voltages. Sintexted to represemt andB. A DAC resolution 2 bits higher than
the probability of a trip-voltage moving by more thas..,, the ADC resolution is a good compromise between DAC com-
from the nominal value is less than 0.3%, extending the nomlexity and ADC accuracy, since given the existence of suitable
inal ADC range by Jr..mp €nsures an equally good likelihoodtrip-voltages, the minimum and maximum DNL then ar@.5
of finding suitable comparators for mid-range and edge of rangad 0.5LSB
codes.

Fig. 7(a) shows how extra nominal comparator trip-voltages. How Much Redundancy?
might be added. In this example, three comparators are assign
to each code. Since...,, is 1 LSB three sets of comparators a&i
nominal increments df LSBare added. The additional trip-volt-

eﬂs we discussed in Section lll, the yield of the ADC is a func-
on of both comparator offset and redundancy. Once there is

ages can be used more efficiently if they are added within t f?certain amount of redundancy, the scheme is surprisingly re-
. L . sifient t t ffset. This is illustrated by the Monte-
nominal range of the ADC, as shown in Fig. 7(b). This modifi- ent fo comparator ofise 'S 1S Tustrarea by the Monte

L - . ) Carlo simulation results presented in Fig. 9. In these simula-
cation increases the probability that the additional trlp—voltagﬁgnS a good ADC is defined as one with an effective resolu-
will lie within the ADC range. y

tion less than 0.5 bits from ideal. Fig. 9(a) and (b) show the
variation in yield versus redundancy for 6- and 8-bit ADCs, for
B. DAC Accuracy four values of comparator offset. We see that excellent yield is

In addition to the distribution of trip-voltages, both the acachieved with four or more comparators per code. Fig. 10(a) and
curacy and resolution of the search DAC have a bearing on tfiig show the median loss in effective resolution under the same
overall accuracy of the ADC. During the calibration sequencegnditions.

a DAC is used to search the space of comparator trip-voltages.

The accuracy of this DAC should be at least equal to the desired VI. COMPARISONWITH OTHER SCHEMES

accuracy of the ADC; however, thesolutionof the DAC needs
to be somewhat higher.

Fig. 8(a) shows one possible search sequence. (There arej
trip-voltages marked—d.) The search begins close to the ide g
trip-voltage and moves outwards, until an unused trip-volta
is found. In this particular example the search stops at ste
where two candidates are foursdandb. Sincea andb are found
in the same segment, there is no information to indicatedh
is the more suitable trip-voltage, therefore, an arbitrary choi
betweern andb is made. Continuing with this example, we se
that in (b), trip voltage: is selected when the size of the search .
segment is reduced, or in other words when the DAC resolutih N Preamplifier
is increased. Device sizing can be used to give stand-alone latching-com-

Fig. 8(c) and (d) explain the relationship between search DAgarators sufficient accuracy, but this approach is inefficient in
resolution and DNL. Herel and B indicate the ideal trip volt- terms of power and area. Calibrated redundancy breaks the link
ages for two adjacent codes. Four actual comparator trip-vdietween comparator accuracy and ADC accuracy. The com-
ages are identified—d. In Fig. 8(c) the DAC resolution is 1 parators can be built with fast, short devices, and as we have

In this section, we compare calibrated redundancy with other
Sﬁpniques. Since for communications and other applications,
st flash ADCs must be implemented in the most advanced dig-
| CMOS process, we also consider the effects of scaling. In

9. 11, we group the techniques into three broad categories: 1)
atching comparators without preamplifiers; 2) latching com-
a{)arators with one or more stages of pre-amplification; and 3)
&r'mmed latching comparators, possibly with trimmed pream-
R ifiers.
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Fig. 9. Variation of yield with redundancy for (a) 6-bit and (b) 8-bit ADCs afjg 10. Median effective loss in resolution versus redundancy for (a) 6-bit and
four values ofocomp - (b) 8-bit ADCs.

seen, even accounting for redundancy, the overall comparaigmparator to the pre-amplification stage. This considerably re-
area is far smaller than with sizing. (This has power implic3axes the matching constraints in the design of the comparator,
tions since power consumption is directly related to gate arggwever the pre-amplifiers themselves must be designed to have
[15].) For example using the approximation for yield derived ifpw offset. Switched-capacitor techniques can be used to cancel
Section IV [see (5), (7), (9), and (11), and Fig. 5], with a redurpre-amplifier offset [2], [3]. In this way, amplifier offset is atten-
dancy of five comparators per code a yield of 98.9% is achievgdted by amplifier gain. Because of switch and junction leakage,
With ocomp = 5 LSB, whereas a conventional ADC would needyitched capacitor cancellation circuits must be refreshed at
more than 120 times more comparator area to achieve the saggt every millisecond. Spatial filtering techniques [4], [5] do
yield.# The calibrated redundancy technique requires a calibiigot require analog switches, and therefore, may be better suited
tion cycle at power-on, however, repeated calibration is not negthe low supply-voltage of deep-submicron processes. Interpo-
essary [9], since transistor mismatch tends to be stable [1Rkion distributes pre-amplifier offset reducing the overall ADC
(Digital calibration of offsets at power-on is also shown to havygNL [7]. Both interpolation and spatial filtering permit contin-

long term stability in [14].) uous operation.
3 We need more pre-amplification gain in more advanced
B. Pre-Amplifier processes if minimum length transistors are used. All pre-am-

In the second category, the input is pre-amplified to oveification techniques, including those that incorporate spatial
come the input offset of the latching comparator. The additid#ering, must provide enough gain to overcome the offset of

of a pre-amplifier moves the offset constraint from the latchiri§e latching comparator. The maximum allowed input-referred
offset to achieve a certain yield of ADCs, where a good ADC
has no missing codes, is given by equations (2) and (3). For
3In this example a comparator in the conventional ADC is 600 times Iarg@fxamme for a 6 bit device to have a 95% yield (without
than in the calibrated-redundancy case. Comparator power dissipation should ' ..
also be approximately 600 times larger to achieve the same regenerative th1MONOLONICity),ocomp-input MUSt be less than 0.2BSB
constant (assuming sanf&; s—Vr). The ratio ofocomp 0 Tcomp-input, IS the pre-amplification gain.
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No Preamp — accurate latching comparator
* Device sizing
e Calibrated redundancy

v

preamp Preamp gain reduces input referred offset
| Z ¢ Device sizing for low offset preamp
* Switched-capacitor offset cancelled preamps
* Spatial filtering/averaging and interpolation
v trim Offset trimming

* SC trimming
:i:Z « DAC based trim

e preamp optional

Fig. 11. Comparator offset control techniques.

If we assumer.om;, IS proportional to threshold voltage offset 2.8 ' ' ' '
[12], then 2l Normalized to 2001 Gain e
_ Ayt I 40nm _
Ocomp = Keomp JWE (13) < 2.4
. . R 45nm ]
where, Ay, is the process constant for matching, @d,, is & 530m =
a constant related to the design of the comparatdéf.if., and g 2+ b
theW : L ratio are fixed, and.SB = Vdd/(2¥ — 1) thenthe & sl gate lt%\rlgm |
required pre-amplification gain is: f_:; : 65nm
E16r 1
. Avy S
gain o . a4) =
L-Vdd 14} 780m .
Using the predictions of the ITRS foty; [16], [17], in Fig. 12 12} i
we see that the normalized gain must increase significantly o)
the next few years, increasing the power consumption and cc oo 2%%':'" 2002 2003 2004 2005 2006 2007 2008
plicating the design of the pre-amplifiers. Year

C. Trimming Fig. 12.  Minimum normalized preamplifier gain based on ITRS predictions
. ) ) for gate length A, andV dd. The minimum gate length is indicated for each
The third category consists of comparators, which rely aechnology node.

trimming to ensure accuracy. In these schemes, a trim current

(or voltage) is applied to cancel the offset of each Iatchm&hire a 6-bit ADC to have 99% yield, thanmust be at least

;ﬁggaﬁ?; t(g(:hcr):i auzrﬁg:g)}ezzﬂmé?l'itﬁ df;?{:gﬁegntzmo.%g& If we assume a Gaussian distribution for comparator
9 que. y, digitally offset, this implies a DAC range 6£3.7 0comp. If Ocomp =

techniques r_]ave beer_1 prese_nted [6]. The trim value for e S B, and we want to calibrate {®NL| < 0.5 LSBthen each
comparator is stored in a register and converted to current (Q

i . X
voltage) with separate DACs. A calibration routine, initiated a{'m DAC should have a resolution of almost 6 bits.

power-up, programs the appropriate value in each register. The

DAC LSB size is directly related to the required DNL. For ex- VII. CONCLUSIONS

ample, the DAC LSB size should correspond tblasSBchange  Calibrated redundancy is an attractive alternative to tra-
in offset in order to achieve BDNL | < 1 LSB. The size of ditional flash ADC schemes particularly in deep-submicron
the register and the DAC resolution depend on the statistics@f10S. Since analog accuracy is traded for digital complexity,
comparator offset and on the accuracy of the DAC. The ranggis scheme allows us to take advantage of the increasing speed
of the DAC depends on the variability of comparator offseif CMOS transistors. This paper presents an analysis of the
and the required probability that the calibrated comparategheme, examines some tradeoffs and presents a comparison
offset should achieve a particular DNL (i.e., the yield). Thigjith other schemes. We present a statistical analysis of ADC
probability p that the DAC range must accommodate the worgteld. This new analysis is verified through Monte Carlo
comparator offset is related to the required ADC yield simulation. Excellent yield is achieved with a redundancy or

N four or five comparators per code.

Yield = p* 2. (15)
For large values ob.om this scheme can have a significant ACKNOWLEDGMENT
analog and digital hardware overhead. For example, if we re-The authors thank the reviewers for their helpful comments.



FLYNN et al: DIGITAL CALIBRATION INCORPORATING REDUNDANCY OF FLASH ADCs 213

(1]

(2]

(3]

[4]

(5]

(6]

(71

(8]
9]
[10]
[11]

(12]

[13]

[14]

[15]

[16]

(17]

REFERENCES Michael P. Flynn (S'92-M'95-SM’98) was born in
Cork, Ireland. He received the B.E. and M.Eng.Sc.
degrees from the National University of Ireland at
Cork, in 1988 and 1990, respectively, and the Ph.D.
degree from Carnegie Mellon University, Pittsburgh,
PA, in 1995.

From 1998 to 1991, he was with the National Mi-

croelectronics Research Centre, Cork, Ireland. From

M. J. Pelgrom, A. C. J. v. Rens, M. Vertregt, and M. B. Dijkstra, “A
25-Ms/s 8-bit CMOS A/D converterfEEE J. Solid-State Circuitsol.
29, pp. 879-886, Aug. 1994.

K. Nagarajet al,, “A 700-Msample/s 6-b read channel A/D converter
with 7-b servo mode,” ifProc. IEEE Int. Solid State Circuits ConFEeb.
1998, pp. 150-151. 1993 to 1995 he was with National Semiconductor
B. Razavi and B. A. Wooley, “Design techniques for high-speed, hig . in Santa Clara, CA. From 1995 to 1997 he was a
resolution comparators,JEEE J. Solid-State Circuitsvol. 27, pp. Member of Technical Staff with DSP R&D Labora-
1916-1926, Dec. 1993. tory, Texas Instruments Incorporated, Dallas, TX. During the four-year period
M. Choi and A. A. Abidi, “A 6-b 1.3 Gsample/s A/D converter in from 1997 to 2001, he was with Parthus Technologies, Cork, where he held the

0.35:m CMOS,” [EEE J. Solid-State Circuits/ol. 36, pp. 18471858, position of Technical Director. During that time, he was also a part-time faculty
Dec. 2001. member at the Department of Microelectronics, National University of Ireland,

K. Kattmann and J. Barrow, “A technique for reducing differential non_Cork, Ireland. He joined the University of Michigan in 2001. His technical in-

. . - o . terests are in ADCs, gigabit serial transceivers, and RF circuits.
"'?ear."y errors in flash A/D converters,” ifroc. |EEE Int. Solid State Dr. Flynn received the 1992-1993 IEEE Solid-State Circuits Pre-doctoral Fel-
Circuits Conf, 1991, pp. 170-171. (J,r

: owship. He is a member of Sigma Xi, and an Associate Editor of the IEEE
Y. Tamba and K. Yamakido, “A CMOS 6-b 500Msample/s ADC for har RANSr/iCTIONS ONCIRCUITS AND g\/STEMs—II: ANALOG AND DIGITAL SIGNAL
disk drive read channel,” iRroc. IEEE Int. Solid State Circuits Conf. processing
Feb. 1999, pp. 324-325.
H. Kimura, A. Matsuzawa, T. Nakamura, and S. Sawada, “A 10-b
300-MHz interpolated-parallel A/D converterJEEE J. Solid-State
Circuits, vol. 28, pp. 438-446, April 1993.
C. Donovan and M. Flynn, “A ‘digital’ 6-bit ADC in 0.26m CMOS,”
in Proc. 2001 Custom Integrated Circuits Coriflay 2001.
——, “A ‘digital’ 6 bit ADC in 0.25¢m CMOS,” IEEE J. Solid-State
Circuits, vol. 29, pp. 432—-437, Mar. 2002.
M. Burns and G. Robert#n Introduction to Mixed Signal IC Test and
Measurement New York: Oxford Press, 2001.
C. Mangelsdorf, “A 400-MHz input flash converter with error correc
tion,” IEEE J. Solid-State Circuitol. 25, pp. 184-191, Feb. 1990.
M. J. M. Pelgrom, A. C. J. Duinmaijer, and A. P. G. Welbers, “Matching
properties of MOS transistordEEE J. Solid-State Circuitsol. 24, pp.
1433-1440, Oct. 1989.
B. Razavi,Principles of Data Conversion System DesigiNew York:
IEEE Press, 1995. L
K. Poulton, R. Neff, A. Muto, W. Liu, A. Burstein, and M. Heshami, “A
4GSample/s 8b ADC in 0.36n CMOS,” inProc. IEEE Int. Solid-State &
Circuits Conf, Feb. 2002, pp. 166-167.
P. Kinget and M. Steyaert, “Impact of transistor mismatch on the spe
accuracy-power trade-off of analog CMOS circuits,”"Rmoc. Custom
Integrated Circuits Conf.May 1996.

Conor Donovan (S'99-A'00) received the B.E. and
M.Eng.Sc. degrees from the National University of
Ireland at Cork in 1998 and 2001, respectively.

He is currently with Cypress Semiconductor, San
Jose, CA, where he is developing Magnetic RAMs.

Linda Sattler (M'97) received the B.S. degree in
computer science and mathematics from Oakland
University in 1986, the M.A. degree in applied
mathematics from The Claremont Graduate School
in 1988 and the Ph.D. in industrial engineering and
operations research from the University of California
at Berkeley in 1995.

From 1988 to 1990 she was at Ford Motor Com-

g . n pany as a Computer Scientist. From 1995 to 1997 she
ITRS. Internationaltechnologyroadmapforsemiconductors2001 editid worked at Texas Instruments Incorporated as a Man-

[Online]. Available: http//publlcItrsnet/FIIeS/2001ITRS/H0mehtm ufacturing Ana|yst. From 1997 to 2000 she was a Re-
R. Brederlow, W. Weber, S. Donnay, P. Wambacq, J. Sauerer, and dbarch Scientist at the National Microelectronics Research Centre in the Univer-
Vertregt, “A mixed signal design roadmapEEE Design Test of Com- sity College Cork, Ireland. She is currently an independent statistics consultant
puters pp. 34—46, Nov.—Dec. 2001. in Ann Arbor, MI.




	Index: 
	CCC: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	ccc: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	cce: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	index: 
	INDEX: 
	ind: 


